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Transition States, Analogues, and Drug Development
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ABSTRACT: Enzymes achieve their transition states by dynamic
conformational searches on the femtosecond to picosecond time scale.
Mimics of reactants at enzymatic transition states bind tightly to enzymes
by stabilizing the conformation optimized through evolution for transition
state formation. Instead of forming the transient transition state geometry,
transition state analogues convert the short-lived transition state to a stable
thermodynamic state. Enzymatic transition states are understood by
combining kinetic isotope effects and computational chemistry. Analogues
of the transition state can bind millions of times more tightly than

R

& 5

(

transition state

reactant transition state analogue

substrates and show promise for drug development for several targets.

A major application of enzymatic transition state
information involves the design of transition state
analogues that will act as tight-binding inhibitors."* As
enzymatic transition states are not well understood, we begin
with a protein dynamic (but still controversial) description of
the transition state. Distinctions are drawn between transition
states and intermediates, transition state analogues, and
enzymatic intermediate analogues. Transition state analysis
empowers the discovery process by providing design elements
for stable chemical entities to mimic specific transition states.
Tight binding of transition state analogues also involves protein
dynamic motion.”* Conservation of entropic components
contributes to the design of tight-binding transition state
analogues.’®

B A DYNAMIC DESCRIPTION OF THE TRANSITION
STATE

The transition state in chemistry is defined by the time for
atoms to move apart or together to form a new bond and thus
is known to occur on the time scale of bond vibrations.®
Energetically, the transition state is the point on the reaction
coordinate profile of highest energy relative to substrate. Direct
observation of transition states have been made in the gas phase
by femtosecond laser techniques.”” The definition of the
transition state is a statistical mechanics one, the point where
the energetics of bond making or breaking has equal probability
of moving from the transition state toward either the reactant
or the product basins. Transition path sampling analysis at
enzymatic catalytic sites where the motions of both local
protein groups and reactants are included show that transition
states formed on enzymes also have lifetimes on the
femtosecond time scale of bond vibrations."’"'*> Motions of
the surrounding amino acids vary on the femtosecond time
scale in response to the bond vibrational modes of their
individual carbon, nitrogen, oxygen, and hydrogen covalent
bonds. Their positions vary by approximately 0.5 A in their
thermal ellipsoids. In contrast, larger enzyme conformational
changes associated with substrate binding, loop or flap motion,
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and domain interactions are much slower, on the microsecond
to millisecond range. Slow motions are essential to provide the
correct protein alignment to permit catalysis to occur, but these
time scales are 10° to 10" slower than the lifetime of the
transition state and cannot be coupled to motions associated
with transition state formation. Atomic vibrations of the amino
acids and reactants prior to the transition state transmit their
femtosecond dynamic motions into a stochastic search pattern,
eventually finding the geometry for transition state formation.

Thus, the function of enzymes involves at least two distinct
states, a low-frequency step to find the correct backbone
geometry and a high-frequency search to find the exact local
geometry at the catalytic site. Klinman has called these states
preorginazation and reorganization in hydride transferases.'*
How efficient is the high frequency search? On-enzyme
chemistry occurs on the millisecond time scale. A peptide
backbone structural change that takes 1 ms to position the
Michaelis complex in an appropriate geometry to search for the
transition state (the near-attack-configuration or NAC of
Bruice)"® will hold it there for a fraction of the rate constant,
perhaps 100 ps, before relaxing to the open conformation to
release reactants or products. During that 100 us, bond
vibrations with a time constant of 10 fs can search through
approximately 107 distinct local conformations. One of these,
occurring simultaneously with favorable interactions from
neighboring catalytic site groups, locates the transition state.
There is also a distinct probability that the transition state will
not be found during one slow conformational excursion.
Reactants can then exchange into the solvent and enjoy several
excursions into the catalytic site before this repeated process
leads to barrier crossing. The relatively fast millisecond time
scale of the overall process of binding, slow conformational
change, and femtosecond dynamic search still leads to many

Special Issue: Translational Chemical Biology

Received: November 20, 2012
Accepted: December 21, 2012
Published: December 21, 2012

dx.doi.org/10.1021/cb300631k | ACS Chem. Biol. 2013, 8, 71-81


pubs.acs.org/acschemicalbiology

ACS Chemical Biology

REVEHS

turnovers per second and gives enzymes their famous catalytic
rate enhancements, as much as 10? relative to non-enzymatic
solution chemistry.'® In this view of dynamic enzyme
chemistry, bond breaking is not slaved to either slow or fast
protein vibrational modes, but both motions are required and
contribute to achieve the observed chemical rates.

B AN EXPERIMENTAL APPROACH TO EXPLORE
FEMTOSECOND ENZYME DYNAMICS

Experimental observation of the short time scale vibrational
modes and their influence on enzyme chemistry can be
approached by the use of heavy enzymes.'”'® The first example
of this approach was provided by human purine nucleoside
phosphorylase (PNP). In this experimental approach, PNP was
expressed in the presence of metabolic precursors fully
substituted with stable heavy isotopes. Thus *H,O replaced
water, per-deuterium, per-"*C glucose replaced glucose, and *N
ammonium salts replaced natural abundance ammonium.
Enzymes produced in this expression system are purified in
normal water to exchange all solvent-exchangeable protons to
give protein mass approximately 10% greater than the natural
abundance counterpart. The value of heavy enzyme constructs
is to distinguish femtosecond dynamics from slower conforma-
tional changes in formation of the transition state (chemical
barrier crossing).

Heavy human PNP is unchanged in the steady-state kinetic
parameters of k., and K. These parameters are governed by
the slow rates of catalytic site loop motions needed to bind and
release reactants on the millisecond time scale. Thus, the 9.9%
increased protein mass made an insignificant contribution to
the slow (millisecond) protein motions that govern steady-state
kinetics. A full kinetic isotope effect analysis of heavy and light
enzymes showed that intrinsic kinetic isotope effects (KIEs) are
unchanged. As intrinsic KIEs are a direct manifestation of the
transition state, it was concluded that the reactants in both
heavy and light PNPs have the same properties at their
ribocationic transition states.'” Thus, bond vibrational motions
of the reactants defining the transition state are uncoupled to
the protein mass.

In contrast to these unchanged kinetic and transition state
parameters, on-enzyme chemistry (the probability of barrier
crossing) was slowed by approximately 30% in the heavy
enzyme. PNP with increased mass has altered bond vibrational
frequencies in its interactions with reactants. The increased
mass reduces the number of dynamic searches made per unit
time and thereby decreases the probability of finding the
transition state (Flgure 1)

Experiments similar to those with heavy PNP were also
extended to HIV-1 protease.'® The protease is a simpler protein
with a more complex reaction mechanism. Like other diaspartyl
proteases, there are three transition states, water attack on the
carbonyl carbon, protonation of the leaving group nitrogen, and
peptide bond loss."” Transition state analysis based on kinetic
isotope effects and computational chemistry has shown that
partial proton transfer to the leaving group nitrogen and partial
bond loss to the amide leavmg group characterizes the
transition state (Figure 2)*° Fully labeled native HIV-1
protease was 11.6% heavier than its natural abundance
counterpart. Heavy HIV-1 protease showed the steady-state
k. decreased by 19% and K, increased by 38% while the
single-turnover on-enzyme chemistry slowed by 58%. These
relatively large effects were interpreted to indicate that
femtosecond local protein motions are linked to barrier
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Figure 1. Dynamic motion in natural abundance and heavy PNPs. The
green arrows show chemistry-promoting bond vibrational frequency in
natural abundance (left) and heavy (right) PNPs. The natural
abundance enzyme has higher frequency bond vibrations (longer
light green arrows) compared to those in heavy PNP (shorter dark
green arrows). Lower frequency bond vibrations extrapolate to fewer
stochastic searches for the transition state per unit time. Bond
vibrations orthogonal to the reaction coordinate and shown in red are
nonproductive bond vibrations that do not contribute to barrier
crossing. The transition state is characterized by a fully formed
ribocation with minimal bonding to the oxygen of the attacking
phosphate nucleophile, an event following the transition state
formation. From ref 17 with permission of the publisher.

crossing. Here too, it was proposed that an altered sampling
rate decreased the probability of barrier crossing. However, in
HIV-1 protease, chemistry is linked to all rate constants so that
all measured kinetic parameters show altered constants as a
result of heavy protein. As multiple proton transfers are an
inherent part of this mechanism, it is possible that enzyme-
mediated light particle (H') transfers associated with the
chemistry of HIV-1 protease are more sensitive to enzyme mass
dynamics than the carbon and nitrogen atoms in the reaction
coordinate of PNP.

B FINDING TRANSITION STATE STRUCTURE

From the discussion above and the knowledge that transition
state lifetimes occur on the femtosecond time scale, any
description of transition state structure sounds oxymoronic.
Despite transition state lifetimes of a few femtoseconds,
transition state structure can be defined by a combination of
intrinsic kinetic isotope effects (KIE) and computational
chemistry. Transition state structure refers to the atomic
nature of the transition state as a fixed object. As with all
biological molecules, the features of bond geometry and
electrostatics near the van der Waals surface dictate interactions
with other molecules. Thus, a goal in understanding transition
state structure is to define these parameters at the moment of
the transition state. Kinetic isotope effects applied to enzymes
have provided a robust albeit tedious method to establish
estimates of the transition state structure. The potential of KIE
measurements to provide information on transition state
structure has been realized for decades, as has the potential
for the use of enzymatic transition state information to design
transition state analogues.”' ~>* The potential foreshadowed the
availability of sufficient computational power to interpret
multiple KIE values into viable transition state models. The
approach for enzymatic transition state analysis involves (1)
selection of an enzyme target with chemical features suitable for
synthesis of labeled substrates, (2) synthesis of the isotopically
labeled substrates or designing analytical techniques for
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Figure 2. Transition state structure for HIV protease in comparison to a clinical inhibitor, indinavir. (A) The structure of bound indinavir in HIV-1
protease (PDB 2AVO, left panel). The transition state structure for the enzyme determined from intrinsic kinetic isotope effects and quantum
chemistry are shown in the right panel. (B) The molecular electrostatic potential surface for indinavir is shown and compared to the transition state
structure determined for HIV-1 protease (right). Natural bond order charges are indicated in parentheses (blue = electron-deficient; red = electron-
rich). (C) Hydrogen bond patterns from the catalytic Asp groups. From ref 20 with permission of the publisher.

accurate measurement of natural abundance isotope effects, (3)
measurement of intrinsic KIEs, (4) use of quantum chemical
approaches to match a transition state structure with the family
of intrinsic KIEs, (S) solving the wave function of the static
model of the transition state and using it for construction of an
electrostatic potential map, used as the blueprint for design of a
stable mimic of the transition state, (6) application of synthetic
organic chemistry to the chemical synthesis of the mimics, and
(7) testirég the proposed analogues against the target
enzyme.”*® The experimental approaches and problems are
detailed in these articles, which also refer to evolving technical
and computational approaches. Analysis of transition state
structure has been applied to more than 20 enzymes, a few of
which will be highlighted below. The approach is exper-
imentally challenging, requiring mastery of enzymatic kinetic
mechanism, isotopic synthesis, quantitative and quantum
chemistry, and synthetic chemistry for inhibitor production.

B TRANSITION STATE VERSUS INTERMEDIATE
ANALOGUES, HIV PROTEASE

All enzyme reactions have transition states, and some have
intermediates, separated by transition states. HIV-1 protease
has three transition states and two intermediates.”® Bonds in
the reaction coordinate are partial at the transition states but
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are equilibrated in the intermediates. Intermediates are usually
bound tightly to enzymes since they tend to be high-energy,
unstable states. Therefore, inhibitors designed as mimics of
intermediates are also bound tightly. In the HIV-1 protease
example, there are nearly a dozen FDA-approved drugs that
bind tightly to the enzyme and are widely considered to be
transition state analogues by virtue of having an sp® center to
mimic the geometry of the transition state (eg, ref 27). Even
though they bind tightly, some with dissociation constants in
the picomolar range, resistant strains of the protease have
evolved for all inhibitors. We solved the transition state
structure of both native and protease-inhibitor-resistant HIV-1
proteases.m Their transition states are the same (Figure 2).
Drug design that delivers faithful mimics of transition state
analogues for HIV-1 protease should therefore show powerful
inhibition of both native and resistant proteases. Comparisons
of one of the presumed transition state analogue drugs in use
for HIV-1 protease with the actual transition state reveals the
drug to be an intermediate analogue rather than a transition
state analogue. These details of catalytic mechanism are
important in driving next-generation chemistry for transition
state analogue design.
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Figure 3. Comparing complexes in mammalian PNPs. The crystallographic structures of the Michaelis complex (left) with inosine and sulfate is
compared to Immucillin-H and phosphate (middle) for bovine PNP.* Distances (in blue, A) are between heavy atoms. The transition state structure
(right) is taken from transition path sampling computations for barrier crossing with human PNP using guanosine as substrate.®> Only the inosine
atoms and relevant protein groups are shown for comparison with the other complexes. Green arrows show chemistry-promoting bond motions.
Note that the leaving group interactions to Asn243 are similar between the transition state analogue and the transition state. In this excursion to form
the transition state, the N of His257 is in motion and moves from 3.6 to 2.7 A in the 20 fs period including the transition state.’.

B WHAT HAPPENS WHEN TRANSITION STATE
ANALOGUES BIND TO THEIR TARGETS?

The original proposal for tight binding of transition state
analogues came from the Pauling proposal of tight binding to
the activated state.”® Wolfenden gave the proposal a
thermodynamic explanation by assuming that the transition
state is in thermal equilibrium with all other steps in the
enzymatic cycle and in that case demonstrated that the affinity
of the transition state species is proportional to the catalytic
rate enhancement imposed by the enzyme.”> With lifetimes in
the femtosecond range, transition state species are not themally
equilibrated with the enzyme. Transition path sampling (see
below) shows that enzymatic transition states are not tightly
bound and only require a near-instantaneous dynamic state for
barrier crossing. Slow conformational changes are linked to the
release of products. How then, does binding of transition state
analogues differ from the actual transition state?

The transition state is formed by femtosecond dynamic
motions occurring to place, by fast dynamic motions, all
catalytic site residues in the right geometry for the few
femtoseconds it takes to cross the transition state barrier. The
altered bound products are released by the next cycles of slow
conformational changes. A transition state analogue fills the
catalytic site and induces the slow conformational changes that
normally occur to place the catalytic site in the appropriate
geometry for the femtosecond search that would locate the
transition state with normal reactants. The chemical stability of
the transition state analogue prevents reaction but mimics the
transition state geometry the enzyme has been evolved to form.
Instead of the simultaneous, coincident ballistic motions of
amino acid side changes that form the transition state, the
approaching amino acid groups form stable interactions in
hydrogen bonds and ion pairs that resemble the transition state
geometry in thermodynamically stable, rather than dynamically
transient, interactions. In complex with a transition state
analogue, the interactions are thermally equilibrated, resemble
the transition state, and thus act to convert the dynamic
features of the transition state to thermodynamic interactions.
An example of these changes is the interaction of purine
nucleoside phosphorylase (PNP) in comparing structures with
substrate analogues and transition state analogues bound at the
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catalytic sites (Figure 3). The substrates (phosphate or sulfate
and purine nucleoside or analogue) are held by a constellation
of weak hydrogen bonds in the Michaelis complex. When
replaced by a transition state analogue, multiple new hydrogen
and ionic bonds are formed, readily accounting for the
approximately 1-million-fold tighter binding of these transition
state analogues.””*°

The ability to form stable, thermodynamic complexes that
resemble the transition state is experimentally and practically
valuable. The position of catalytic site groups in complexes with
transition state analogues suggests the positions of dynamic
excursions leading to transition state formation (Figure 3).
Experimentally, they provide excellent structural starting points
for computational chemistry, a physical starting point for
reactant and protein complex in a geometry near the transition
state. This information has been used to locate transition states
in quantum mechanical/molecular mechanics (QM/MM)
calculations of transition state dynamics.”’ Understanding
transition states requires robust information near the transition
state. Why? The QM calculations required to understand
barrier crossing must be done on the femtosecond time scale. If
the starting point has the peptide backbone, loops, or flaps
distant from their required position for transition state
formation, they are milliseconds away from conformations
related to the transition state. This separates them too far in
computational time to be reached by QM approaches.***
Dynamic QM/MM extrapolations from crystal structures with
transition state analogues to mimic the transition state help in
solving this problem.

B APPLICATIONS OF TRANSITION STATE
INFORMATION

Even the earliest notions of enzymatic transition state structure
proposed by Pauling suggested the design of powerful
inhibitors.”® Natural product and synthetic chemistry soon
confirmed the proposal that small molecules expected to mimic
a proposed transition state were often good inhibitors.>*** As
early as 1976, a list of 56 potential transition state analogues
had been accumulated,”” but the details of enzymatic transition
states are needed to systematically design transition state
analogues. This is the information provided by the combined

dx.doi.org/10.1021/cb300631k | ACS Chem. Biol. 2013, 8, 71-81



ACS Chemical Biology

REVEHS

intrinsic KIE and computational chemistry approach described
above. Some examples of enzymes with ribocationic transition
states follow. This approach has led to the most powerful
inhibitors known for over a dozen enzymes. Only a few of the
enzyme classes are summarized here, and others are available
from the literature.>**>* Although transition state analysis is
generally applicable, understanding enzymatic transition state
structure is no guarantee of powerful inhibitors because of
chemistry or chemical reactivity constraints (see Problems and
Prospects).

B AMP NUCLEOSIDE HYDROLASE

AMP nucleoside hydrolase was an early subject for transition
state analysis by the KIE approach.**”** AMP nucleoside
hydrolase is a bacterial enzyme that converts AMP to adenine
and ribose '-phosphate.* The same reaction is acid-catalyzed
so the two can be compared.*""*® A second feature of the AMP
nucleoside hydrolase reaction is a feature of allosteric activation
by ATP, without which the k. is decreased by a factor of
approximately 100.*” Transition states differed for the chemical
and enzymatic reactions, and the transition state of the enzyme
changed with allosteric activation. On the basis of the transition
state structure, N7 protonation was identified as an important
feature of the transition state. A natural product analogue of
this transition state is formycin, 9-deazaadenosine, with a
chemically stable C—C ribosidic bond and N7 protonation.**
Chemical synthesis of formycin 5'-phosphate provided a 34 nM
inhibitor of this enzyme and supported the relationship
between transition states from KIE as the basis for under-
standing transition state analogues (Figure 4). A crystal
structure of the E. coli AMP nucleosidase in complex with
formycin S’-phosphate confirmed Asp428 in a bidentate H-
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Figure 4. Transition states for four N-ribosyltransferases and transition
state analogues. Bond lengths shown for transition states are in A.
Values shown for the inhibitors are dissociation constants.

bond interaction with O6 and N7 to serve as the N7 proton
donor at the transition state.*” The proposed function of this
enzyme is in regulation of the adenine nucleotide pool.>’
Genetic knockouts in E. coli exhibit elevated ATP levels and
improved cold survival, linking the enzyme to adenylate

regulation and normal cell growth. SLs2

B PURINE NUCLEOSIDE PHOSPHORYLASE (PNP)

Humans genetically deficient in PNP are normal at birth but
develop a complete T-cell deficiency early in life and die from
virus infections.”»>* The metabolic pathways involve an
inability of affected individuals to degrade 2'-deoxyguanosine
(dGuo), which is converted to dGTP in activated T-cells. A
biochemical rationale for dGTP accumulation is the up-
regulation of 2'-deoxycytidine kinase in activated T-cells. The
enzyme phosphorylates dGuo, permitting a cell-specific toxicity
based on accumulation of dGTP to toxic levels specifically in
dividing T-cells.>*> This finding could be used in treating T-cell
disorders, provided that a sufficiently powerful PNP inhibitor
could be found. Infants with 1% residual PNP activity do not
suffer T-cell deficiency, and thus inhibititors must be sufficiently
powerful to block >99% activity. Early pharmaceutical attempts
produced inhibitors with nanomolar dissociation constants, but
these were not sufficient to eliminate unwanted T-cells, nor
were 1nh1b1tors from more than 30 patents attempting to target
human PNP.* Transition state analysis revealed bovine PNP to
have an early dissociative transition state.’” A mimic of this
transition state, based on electrostatic potential maps, was
designed and synthesized and called Immucillin-H (Figure 4).
It was the first inhibitor synthesized to this design and proved
to be a 23 pM transition state analogue of bovine and a 56 pM
inhibitor of human PNP.*® These analogues were approx-
imately 3 orders of magnltude better inhibitors than those
designed by other methods. Immuc1111n H has since entered
human clinical trials for T-cell leukemia.>® It is effective against
a large fraction of infant T-cell leukemia cells. 60

The difference between 23 and 56 pM for bovine and human
PNPs suggested the possibility that the enzymes might have
different transition states, despite 100% conservation of
catalytic site residues in contact with substrate (inosine)
analogues at the catalytic sites and 87% overall amino acid
identity in the human and bovine enzymes. Transition state
analysis of human PNP demonstrated a fully dissociated leaving
group without participation of the attacking nucleophile, to
establish a fully developed Sy1, ribocation transition state.®!
The 3 A distance between the ribocation and leaving group
differs considerably from that of the 1.77 A distance for bovine
PNP. A new transition state analogue, DADMe- Immucﬂhn H,
was designed to mimic these features (Figure 4).%* This
transition state analogue binds more tightly to human than to
bovine PNP, supporting the argument that KIE-based TS
analysis is sufficient to permit the design and synthesis of
powerful transition state analogues. DADMe-Immucillin-H is a
9 pM inhibitor of human PNP and has completed phase II
chmcal trials in combination with allopurinol for treatment of
gout.”® Gout results from the accumulation of uric acid in joints
caused by excess uric acid in the blood. Uric acid is formed in
humans only after the action of PNP to remove purine bases
from 6-oxypurine nucleosides. Only PNP catalyzes these
reactions in humans.

Another application of PNP transition state analogues is in
blocking purine salvage in malaria. Plasmodium falciparum, the
causative agent of malaria, is a purine auxotroph and can use

dx.doi.org/10.1021/cb300631k | ACS Chem. Biol. 2013, 8, 71-81
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Tyr1l23

Figure S. Transition state analogue and structures in complex with ribosome inactivating proteins. (Upper panel) The structure of cyclic G(9-
DA)GA 2'-OMe, a transition state analogue mimic for ricin A-chain and saporin L-3. Note the placement of 9-DA between two guanosine residues
to mimic the GAG sequence specificity of ribosome inactivating proteins. 9-DA is a transition state mimic of 2'-deoxyadenosine. Atomic numbering
for 9-DA follows that for purine nucleosides. (Lower panel) Catalytic site detail of cyclic G(9-DA)GA 2’-OMe bound to (A) ricin A-chain and (B)
saporin L-3. In both catalytic sites the 9-DA is involved in 7-stacking interactions between two tyrosines. Placing two cationic Arg residues near the
adenine position serves to withdraw bonding electrons into the leaving group, and a Glu serves as a general base to ionize the water nucleophile.

From ref 75 with permission of the publisher.

only hypoxanthine as the physiologic precursor for purine
nucleotides.** The PNP from P. falciparum differs greatly from
the human enzyme in being a hexamer with a decreased k,
compared to the trimeric human enzyme. Transition state
analogue design revealed DADMe-Immucillin-G as a 2 pM
inhibitor of human PNP and a 290 pM inhibitor of the P.
falciparum enzyme (Figure 4).°° The inhibitor blocks
hypoxanthine salvage in cultured parasites. A major physio-
logical test of the inhibitor is in infected Aotus primates. Only
humans and other primates are susceptible to P. falciparum
infections. Aotus develops a virulent infection with near 100%
mortality unless treated. Administration of oral DADMe-
Immucillin-G for 7 days reduced parasitemia levels in Aotus
by >99.9%.°° Parasites regrew in 3—10 days after drug was
stopped, and thus the treatment did not sterilize the host. In
humans, the therapy is likely to be more effective. Why? The
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mechanism of action of DADMe-Immucillin-G is to block
hypoxanthine formation, an essential metabolite for nucleic acid
synthesis in the parasite. Aotus have a normal blood
hypoxanthine of 40 yuM, whereas in humans hypoxanthine
concentration is approximately 1 yM, making humans more
suitable for this therapy than Aotus.®®

B DYNAMICS OF PNP TRANSITION STATE
ANALOGUE BINDING

Four generations of transition state analogues have been
described for human PNP, and these have been analyzed for
their thermodynamic binding properties. Protein and inhibitor
dynamic analysis has been compared for rigid analogues such as
Immucillin-H and more flexible analogues such as DATMe-
Immucillin-H in an attempt to explain why analogues with

dx.doi.org/10.1021/cb300631k | ACS Chem. Biol. 2013, 8, 71-81
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more molecular degrees of freedom bind more tightly and with
less entropic penalty than rigid analogues (Figure 4).° The
more flexible analogue, DATMe-Immucillin-H, binds to the
enzyme with bidentate hydrogen bonds to a nitrogen of His257
(Figure 2). The dynamic motion of bound inhibitor matches
the range of motion of the His257 region of the protein and
maintains stable interactions for the 10 ns dynamic simulation.
In contrast, Immucillin-H is too rigid to follow the dynamic
motion of His257, and the hydrogen bond breaks and reforms
on the nanosecond time scale. The increased system dynamic
with DATMe-Immucillin-H translates to a lower entropic
penalty for binding of the more flexible inhibitor.’

B METHYLTHIOADENOSINE PHOSPHORYLASE
(MTAP)

MTAP has a single function in humans, to recycle the 5'-
methylthioadenosine (MTA) made in polyamine biosynthesis
to S-adenosylmethionine. We reasoned that blocking MTAP
would cause MTA accumulation, feedback inhibition on
polyamine synthesis to the decrement of rapidly growing
cancer cells. We solved the transition state of human MTAP
and designed and synthesized transition state analogue
inhibitors.*”®® One of these, MTDIA, an 86 pM inhibitor of
the target enzyme, was found to be orally available and of low
toxicity in mice (Figure 4). Oral or intraperitoneal admin-
istration of the compound to immune-deficient mice bearin

human tumors causes inhibiton of cancer growth.’®’

Inhibition of cancer growth occurs at drug concentrations
that cause no apparent toxicity. This mechanism of action
differs from all other approved anticancer drugs and thus might
provide a novel addition to multiple drug therapies for cancer.

B RIBOSOME INACTIVATING PROTEINS (RIPS)

Plants express specific ribosome inactivating proteins that are
among the most powerful toxins known, and these toxins have
been the object of inhibitor design.”' Their mechanism of
action is to enter mammalian cells, depurinate ribosomes, and
prevent protein synthesis. A single RIP molecule kills a
mammalian cell. Linking RIPs to antibodies that recognize
cancer epitopes delivers RIPs to the cancer. The approach kills
cancers but has severe side effects by off-target activities on the
capillary bed, causing vascular leak syndrome (VLS). Transition
state analogues of RIPs are of interest as a possible rescue
paradigm against this toxicity. The transition state of the ricin
A-chain was solved, and powerful transition state analogues
were designed for in vitro conditions.”””* A second generation
of inhibitors was designed for saporin, a related RIP that has
robust catalytic activity and inhibitor action at neutral pH.”*
These compounds reflect transition state structure, are the
most powerful inhibitors known for RIPs, and may find utility
in a new generation of cancer therapy using toxin
immunochemotherapy combined with rescue paradigms based
on transition state analogues. The inhibitors bind tightly to
ricin A-chain and saporin leaf isozymes to stabilize the proteins
to permit the first structures of ribosome inactivating proteins
with oligonucleotides bound in a productive manner at the
catalytic sites (Figure 5).”

B METHYLTHIOADENOSINE NUCLEOSIDASES
(MTANS) AND QUORUM SENSING

Quorum sensing in bacteria was discovered in marine bacteria
with luminescent responses to small molecules produced as cell
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density increased.”® These molecules are called autoinducers
and cause altered gene expression pathways in sensitive
bacteria. Searching for similar pathways in pathogenic bacteria
has revealed quorum sensing pathways linked to pathogenicity
islands in human bacterial parasites.”” Genetic inactivation of
quorum sensing pathways in pathogenic bacteria decreases their
pathogenicity, thereby providing genetic validation of this
pathway as a potential antibacterial target.”*"*" Despite the
importance of the quorum sensing pathways in pathogenesis,
they are not essential for bacterial growth. Therefore, inhibition
of the quorum sensing pathways may decrease tissue damage in
the host without placing selective pressure for resistance
mutations in the infecting bacteria.*’ As bacterial antibiotic
resistance is a major and growing medical problem, the quorum
sensing pathway is an attractive candidate for the design of
antibiotics that do not induce bacterial antibiotic resistance.

MTANSs hydrolyze the N-ribosidic bond of methylthioade-
nosine and adenosylhomocysteine in quorum sensing pathways
and are involved in the synthetic pathways of homoserine
lactone and tetrahydrofuran autoinducer molecules in Gram-
negative bacteria. Transition state analysis of MTANs from
several bacterial species revealed two types of transition
states.””~** One type, represented by the E. coli MTAN, has
a fully dissociated transition state (Figure 4). Others
represented by Neisseria meningitides MTAN have early
transition states with significant bond order remaining in the
N-ribosidic bond at the transition states. Transition state
analogues that mimic early and late transition states were used
to distinguish the features of the transition states for other
bacterial MTANs and thereby classify the MTANs from N.
meningitides and Helicobacter pylori as early dissociative, while
those from E. coli, Staphylococcus aureus, Streptococcus pneumo-
nia, and Klebsiella pneumoniae have late dissociative character.*®
Transition state analogues were designed to the target MTAN
enzymes in the quorum sensing pathways of Gram-negative
bacteria, with dissociation constants as low as 47 fM (Figure
4).%° Transition state analogues are capable of blocking
autoinducer-2 quorum sensing molecules in Vibrio cholera
with an ICy;, of 1 nM without inhibiting cell growth. Growth of
Gram-negative bacteria for 26 generations in excess MTAN
transition state analogues did not induce resistance in the
subsequent generations.81 Transition state analogues against
quorum sensing pathways thus have potential to reduce
pathogenicity of Gram-negative bacteria without inducing
resistance.

B MTAN AND MENAQUINONE SYNTHESIS

Although most bacteria use MTANSs exclusively in quorum
sensing pathways and for MTA recycling to S-adenosylmethio-
nine,” recent reports suggested that a MTAN was involved in
the essential pathway for menaquinone biosynthesis in a few
helical bacteria, including Helicobacter pylori.87_89 Inhibitors
designed for the MTANSs in quorum sensing also inhibited the
MTAN from H. pylori implicated in menaquinone synthesis.
Tests against the growth of BuT-DADMe-ImmA (Figure 4)
against H. pylori showed ICy, values of <8 ng/mL, making the
inhibitors more effective than amoxicillin, metronidazole, or
tetracycline, three antibiotics now in common use against H.
pylori, a causative agent of stomach ulcers (Figure 6).”

dx.doi.org/10.1021/cb300631k | ACS Chem. Biol. 2013, 8, 71-81



ACS Chemical Biology

REVEHS

PR |
0 ng

|

10 ng

20 ng

Amoxicillin BuT-Dadme-immuA  Metronidazole BuT-Dadme-ImmuA

Tetracycline BuT-Dadme-ImmuA

Figure 6. Inhibition of H. pylori MTAN blocks growth of bacterial
cultures. (A) The effect of BuT-DADMe-ImmH (BuT-Dadme-
ImmuA; Figure 4) is shown to have an ICy, of less than 8 ng/mL.
(B) When compared to the same amounts of amoxicillin,
metronidazole, or tetracycline, BuT-DADMe-ImmH is more effective.
From ref 90 with permission of the publisher.

B PROBLEMS AND PROSPECTS

Does transition state analysis offer a panacea for drug design?
No. Optimal targets include substitution at carbon, like the N-
ribosyltransferases emphasized here. Reactants are neutral with
sp° hybridization at the reaction center, and the transition state
is cationic with sp® hybridization. When distinguishing
transition state features can be captured in stable chemistry,
design of transition state analogues is optimal. Many transition
states of interest, for example, phosphotransferases, can be
solved by KIE and computational approaches, but chemical
mimics of the POj; in flight at the transition state presents a
chemical challenge in biologically compatible inhibitors. The
same can be said for dehydrogenases, where hydride transfer at
the transition state is unlikely to be easy to mimic. Even
enzymes with displacement at carbon can be challenging. For
example, the transition state of thymidine phosphorylase is
known, but to date no tight binding inhibitors have been
reported.”"”> The crystal structure of this enzyme suggests a
two-domain catalytic site that may be resistant to the dynamic
transition state forces for tight binding outlined here.”® Another
class of enzymes proving difficult for transition state analogue
design is that with limited catalytic enhancement by the
enzyme. Thus, enzymes removing the nicotinamide from
NAD" in ADP-ribosyltransferase reactions do not bind tightly
to transition state analogues, gresumably because the enzymatic
rate enhancement is limited.”*

Despite these problems, large numbers of potential targets
remain to be explored by transition state approaches. First,
understanding transition state structure is a worthy goal on its
own, independent of analogue design considerations. Analogue
design is an application of transition state information and,
when successful, can provide useful new inhibitors. When
reactions involving substitution at carbon are considered, the
array of relevant biological reactions is broad. Redesign of
inhibitors for validated pharmaceutical targets is also possible
by understanding transition state structure. New areas for
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transition state exploration are the complex reactions of nucleic
acid processing, post-translational modification of regulatory
proteins, and epigenetic control. While the challenges are great,
the potential for new knowledge is greater.

B CONCLUSIONS

Knowledge of enzymatic transition states provides sufficient
information to synthesize mimics that bind tightly to their
cognate enzymes. Fast dynamic protein motion is important for
enzymes to locate the transition state for chemical barrier
crossing. Matching conformational dynamics of transition state
analogues to catalytic site dynamics optimizes binding
interactions. The transition state analogues provide tools for
mechanistic and structural studies. Several transition state
analogues designed by this method are in clinical trials,
supporting the design of transition state analogues as a
productive research approach to translational drug design.
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Dynamic barrier crossing: reactants aligned in the catalytic site
by the slow conformational change are subjected to local, fast
interactions with catalytic site groups moving on the femto-
second time scale. When the interactions are optimized by
simultaneous chance motion, the barrier to the reaction falls,
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the transition state is reached, and barrier crossing (chemical
reaction) can occur; Intrinsic kinetic isotope effects: kinetic
isotope effects directly from the chemical step with all
obscuring effects removed. Intrinsic kinetic isotope effects
report on the bond vibrational status of the labeled reactant
atom at the transition state; Kinetic isotope effects: the
experimentally observed change in reaction rate caused by a
specific isotopic substitution in a reactant substrate of the
enzyme. Kinetic isotope effects are largest for atoms near the
bonds being broken at the transition state but can be partly or
fully hidden by kinetic effects obscuring the chemical step; Slow
protein conformational changes: enzymes undergo loop, flap,
and domain motions to bind reactants and release products.
These slow conformational changes are necessary steps in an
enzymatic catalytic cycle but are too slow to couple to
transition state formation; Transition state: the traditional
description is a one-dimensional energetic description: the
point on the reaction coordinate profile of highest energy
relative to substrate; Transition state analysis: the process of
measuring intrinsic kinetic isotope effects at sufficient atomic
positions to permit reconstruction of a transition state wave
function by computational matching of all isotope effects to a
quantum chemistry-derived transition state; Transition state
analogue: a chemically stable molecule with features of bond
lengths, angles, and electron density at the van der Waals
surface to resemble the actual transition state more closely than
it does the reactant. Faithful mimics of enzymatic transition
states bind more tightly than substrates by orders of magnitude;
Transition state structure: a static chemical model of the bond
lengths, angles, and electron density at the van der Waals
surface of the reactant at the instant of the transition state. The
transition state structure has a lifetime on the femtosecond time
scale and has equal probability of partitioning to reactant or
product; Heavy enzyme: enzyme with isotopically substituted
atoms to increase the protein mass and thereby decrease the
bond vibrational frequency of the protein. Substitution with *H,
13C, and N alters mass but not electrostatics according to the
Born—Oppenheimer approximation
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